CONFLUENCE OF 0O1- AND 101-INFINITARY A-CALCULI
BY LINEAR APPROXIMATION

Rémy Cerda and Lionel Vaux Auclair
IWC 2025, Leipzig, 2 September 2025



INFINITARY A-CALCULI



STRICT AND LAZY EVALUATION

Head reduction reduces head redexes
AX.(Ay.P)QM; ... M,
unless we see a head normal form (HNF)
AX.YyMq ... M,,.

The full evaluation of M is given by its
Bohm tree

AX.yBT(M4)...BT(M,,)
BT(M) := if M —>E HNF,

1 otherwise.
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STRICT AND LAZY EVALUATION

Head reduction reduces head redexes Weal head reduction reduces weak
head redexes
AX.(Ay.P)QMq ..M
(Ay-P)OM ... Mn (AV.P)OM; ... My
unless we see a head normal form (HNF)  unless we see a weak head normal form
R (WHNF)
AXyMy ... M. AXM or yM;..M,.
The full evaluation of M is given by its The full evaluation of M is given by its
Bohm tree Lévy-Longo tree
AX.yBT(M4)...BT(M,,) AX.LLT(M") if (...),
BT(M) := if M —>5 HNF, LLT(M) := { yLLT(My)...LLT(M,,) if (...),

otherwise.

1 otherwise. 1
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A REFORMULATION IN INFINITARY A-CALCULI

Consider 001-infinitary A L-terms:
p e A% Pen® qQenl”

001

001
XeNl

Ax.P e Y 001

PQ e A\’ 001

1 el
together with 001-infinitary B -reduction:

—pg, = —p +{M— L | M has no HNF } + lifting to contexts

M—s N M—p AP P—R'P M—; PQ PP Q' Q@

M —" N M —90" Ax.P’ M —0" P

Theorem [KKSdV'97]
—>E°l is confluent, and BT(M) is the unique infinitary B_L-nf of M.
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A REFORMULATION IN INFINITARY A-CALCULI

Consider 101-infinitary A L-terms:

101

PeAl Pen”  qQenl”

101

101
XeN

AX.P e N 1o

PQ e 101

1l el
together with 101-infinitary B -reduction:

— g, = —g +{M— L | M has no wHNF} + lifting to contexts

M—p N M—p AP PP M—; PQ P—p)'P Q—p' Q@

M —>101 N M —>101 AX.P’ M —>101 P’'Q’

Theorem [KKSdV'97]
—>E°l is confluent, and LLT(M) is the unique infinitary B_L-nf of M.
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LINEAR APPROXIMATION



THE RESOURCE A-CALCULUS

linearity! ﬁ

Linear approximation provides a nice refinement of continuous approximation

by taking A-terms to a sum of “multilinear A-terms”, aka resource terms:
St =
¢(x) = x
d(AX.P) := AXx.p(M)

¢(PQ) == ¢(P)[¢(Q)]
$(PL) = ¢(P)[]
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THE RESOURCE A-CALCULUS

- Multilinear substitution:
_ Zoe@(n) S[to(1)/ X1 - tony/ Xn] if deg,(s)=n
stltr,.-. tnl/x) = { 0 otherwise.
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THE RESOURCE A-CALCULUS

+ Multilinear substitution:

st X1,...,t xp] if deg,(s)=n
s([t1, . ta]/%) ::i 0206@(”) o)/ X1 o)/ Xn Othefvzise

- Resource reduction: (Ax.s)t —, s(t/x) + lifting to contexts and fin. sums.
This relation —, is strongly confluent and strongly normalising.
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THE RESOURCE A-CALCULUS

* Multilinear substitution:
Zoe@(n) S[to(1)/ X1 - tony/ Xn] if deg,(s)=n
s(|tq,....,t = .
{1, tnl/%) { 0 otherwise.
- Resource reduction: (Ax.s)t —, s(t/x) + lifting to contexts and fin. sums.

This relation —, is strongly confluent and strongly normalising.

The Taylor expansion of M is the set 7(M) := {s € A\, | s T4 M}, with:

SETM SETM tq Eg‘N t, Ey‘N

XCq X  AXSCq AXM (S)[t1, .. ta] g (MN
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THE RESOURCE A-CALCULUS

* Multilinear substitution:
Zoe@(n) S[to(1)/ X1 - tony/ Xn] if deg,(s)=n
s(|tq,....,t = .
{1, tnl/%) { 0 otherwise.
- Resource reduction: (Ax.s)t —, s(t/x) + lifting to contexts and fin. sums.

This relation —, is strongly confluent and strongly normalising.

The Taylor expansion of M is the set 7(M) := {s € A\, | s T4 M}, with:

SETM SETM tq Eg‘N t, Ey‘N

XCq X  AXSCq AXM (S)[t1, .. ta] g (MN

- Lifting to sets: | J; {sj} — U; [tj| whenever vi, s; —7 t;.
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LINEAR APPROXIMATION AND INFINITARY A-CALCULUS

The big theorem of “the linear approximation of the A-calculus”:

Commutation theorem [ER'06]
nf (7 (M)) = T(BT(M)).

can be improved thanks to the introduction of the infinitary A-calculus:
Simulation theorem [Cv23]
If M —29" N then T(M) —» T(N).

The same results, lazily

If M _’11331 N then J;(M) —», T;(N).
Corollary, nf(7(M)) = F(LLT(M)).

But also: conversely, linear approximation entails confluence of the 001- and

101-infinitary A-calculi.
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HOW LINEARITY ACTS

An example (using a fixed-point combinator Y and K := Axy.x):

YK —>g01 KY := K(K(KC.)) YK —5 Axy.xx)(Axy.xx)

If a = 0 this is a critical pair. Confluence is restored by L-reductions:

KY —p Ay.KY — | 1 (Axy xx)(Axy.xx) —, Ay.itself — | 1.

This is simulated by 7(K¥) —, @, indeed:

TKD) " K[ty oo tp] |1 €N, t, ty € T(KD))

the base case being K[] — 0, hence every term in 7(K%“) vanishes by linearity.

If a = 1 everything’s fine again. O := Ayg.Ayq1.Ay,. ... isa common reduct.
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CONFLUENCE FOR FREE

Theorem (uniqueness of normal forms)

ForallM e Aﬁ‘”, BT(M) is the unique normal form for —B1 reachable through

001
—p from M.

Proof. Suppose there is another such normal form, denote it by N. Then:
T(N) = 7(BT(N)) = nf (T (N)) = nf(T(M)) = T(BT(M))

and finally N = BT(M).
Corollary (confluence). —>g‘f is confluent on A%°7,

The same result, lazily. —>[13T is confluent on /\101.
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BEYOND OO1 AND 101?




INFINITARY A-CALCULI MODULO MEANINGLESS TERMS

A meaningless set is a set U of A-terms s.t. [KOV'99, SV'11]

« all the very bad terms are in U,
* U is closed under (...).
MelUu

—pluls —pg o+ M—>—W + lifting to contexts.

—>§°Lu is its (111-)infinitary closure.

Theorem
o
— g 1S confluent.

Hence each M has a unique B_Ly-nf, denoted by Ty (M).
This induces a normal form model.
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NO TAYLOR EXPANSION OUTSIDE THE STRICT AND LAZY CASES

Unsurprising examples:
HN :={M € A®° | M has no HNF} WN :={M e AN* | M has no WHNF}
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NO TAYLOR EXPANSION OUTSIDE THE STRICT AND LAZY CASES

Unsurprising examples:

HN ={M e A* | M has no HNF} WXN :={M e A* | M has no WHNF}

One more corollary. LLT : A® — A® (and similarly BT) is Scott-continuous.
Proof.

For all directed D, observe that 7°(| |D) = 7 (D).

Conclude using this and Commutation. O
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NO TAYLOR EXPANSION OUTSIDE THE STRICT AND LAZY CASES

Unsurprising examples:
HN :={M € A®° | M has no HNF} WN :={M e AN* | M has no WHNF}

One more corollary. LLT : A® — A® (and similarly BT) is Scott-continuous.

Proof.

For all directed D, observe that 7°(| |D) = 7 (D).

Conclude using this and Commutation. O
Theorem. Ty is Scott continuous only when U is HN or WN. [Sv'05]

Hence there is no (reasonable) Taylor expansion for more than BTs and LLTs!

9/10



WHY | AM PRESENTING THIS

- Linearity makes confluence very easy...
but linear approximation is very strong/constrained
so maybe it is not such a great general technique for proving confluence @
- However linear approximation is much more general than it looks like ©:
available for
|
+ probabilistic, quantum, algebraic A-calculi
« Ap-calculus
« process calculi (in particular the very general one by [DM'24])
and the connection between infinitary rewriting and approximation
techniques is under-exploited
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